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Supervised / Unsupervised Machine Learning
Supervised

(known labels)

Unsupervised

(only inputs)

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 3 / 92 (7/7)

Supervised / Unsupervised Machine Learning
Supervised

(known labels)

Unsupervised

(only inputs)

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 3 / 92 (2/2)

Supervised vs Unsupervised Learning

Supervised

Given example inputs ( ) and corresponding outputs ( )
Learn the function “input → output” ( )

classi�cation (categorical output)
regression (continuous output)

Methods:
k-NN, SVM, SVR, Random Forests, Least Squares �t,
Neural Networks, Gaussian Processes, Boosting, ...

Unsupervised

Given a set of data points ( )
Model/structure/understand this dataset

clustering, density estimation
source separation
pattern and sequence mining
rare events / anomaly detection

Methods:
PCA, k-means, DBSCAN, OneClass-SVM, Isolation Forests,
Prob. mod. (GMM, HMM, GPLVM, ...), Autoencoders, GANs, KDE ...

X y

y = f(X)

X
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Focus on k-NN (ML reminder)

α🖊
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Anomaly Detection: Supervised or unsupervised
Supervised

(some anomalies)

Unsupervised

(only normal points)
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Disclaimers

The bibliography is not exhaustive, see references in the
mentioned papers

The presentation is not exhaustive, it is a tour of some
methods

The slides contain some (scary) details that I won't cover
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Event Detection Problems

Anomaly detection
unsafe situations in videos
defect detection in images
abnormal heart beat detection in ECG

Fraud detection
fraudulent checks
credit card fraud (physical, online)
�nancial fraud (French DGFIP)

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 10 / 92 (2/2)

Event Detection Problems

Anomaly detection
unsafe situations in videos
defect detection in images
abnormal heart beat detection in ECG

Fraud detection
fraudulent checks
credit card fraud (physical, online)
�nancial fraud (French DGFIP)

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 10 / 92 (6/6)

Imbalanced Classi�cation Problems

Binary classi�cation
 positive class: minority class, anomaly, rare event, …
 negative class: majority class, normality, typical event, …

Confusion matrix (of a model vs a ground truth)
: true positive ... 
: false positive
: true negative ... 
: false negative

Some measures

Precision: 

Recall: 

-measure: 
pred.P
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F-measure vs Accuracy ?

-measure: 

 

Accuracy inadequacy
with  
with a classi�er that always says "normal": 

 (very good!?)

 (very bad!... but that's right)

-measure challenges
discrete (like the accuracy)
non-convex (even with continuous surrogates)
non-separable, i.e.      

⇒ The loss for one point depends on the others
⇒ Impossible to optimize directly
⇒ Impossible to optimize on a subset (minibatch)

Fβ F =β (1 + β )2
β ⋅ prec+ rec2

prec ⋅ rec

accuracy =
P + N

TP + TN

P = 100,N = 10000

TP = 0,TN = N ,FP = 0,FN = P

accuracy = =
P + N

0 + N
=

10100

10000
99%

F =β (1 + β ) =2

β ⋅ prec+ rec2

prec ⋅ rec
(1 + β ) =2

β ⋅ 1 + 02

1 ⋅ 0
0

Fβ

F =β  ...
(x ,y )∈Si i

∑
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Ok, but… I'm doing gradient descent, so…

Gradient:      ⇒ ,      ⇒ ,      ⇒ ,        ⇒ 
Example, gradient intensity is the same for:

  wrongly classi�ed with an output proba. of 
  correctly classi�ed with an output proba 

i.e., lazily predicting systematically  (for )
yields a "stable" solution with  vs 

0.2 −7.21 0.5 −2.89 0.8 −1.80 1 −1.44

10 + 0.2

40 − 0.8

0.2 +

10+ 40−
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Ok, but… my deep model does 100%…

... the 100% accuracy is on the train set

... I cannot tell you if it will generalize well
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Reminder: Class Imbalance or Novelty?
Supervised

(some anomalies)

Unsupervised

(only normal points)
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Counteracting Imbalance

... when we have a strong majority of  (negative examples).

Undersampling the majority class 
throw away some points

Oversampling class 
duplicate some points

Generating fake 
generate between existing points (SMOTE, ...)
generate "around" existing points

Using a weighted-classi�ers learner
optimize balanced accuracy
challenge: the optimal weight is unknown

−

−

+

+
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An Adjusted Nearest Neighbor Algorithm
Maximizing the F-Measure from
Imbalanced Data

Rémi Viola, Rémi Emonet, Amaury Habrard,
Guillaume Metzler, Sébastien Riou, Marc Sebban
ICTAI2019 (+ long version in IJAIT 2021)
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k-NN:  Nearest Neighbor Classi�cation

k-NN

to classify a new point
�nd the closest k points
(in the training section)
use a voting scheme to a�ect a class
e�cient algorithms
(K-D Tree, Ball Tree)

Does k-NN still matter?

non-linear by design (with similarity to RBF-kernel SVM)
no learning, easy to patch a model (add/remove points)
Limits of k-NN for imbalanced data?

k

??
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Limits of k-NN for imbalanced data?

1. k-NN behavior in uncertain areas

i.e., for some feature vector, the class can be  or 
i.e., the "Risk of the Optimal Bayes Classi�er" is non zero
✔ not so bad, 1-NN respects imbalance (not k-NN)

2. k-NN behavior around boundaries

i.e., what happens if classes are separate but imbalanced
✖ sampling e�ects cause problems

+ −
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1-NN at a boundary (1000  / 10k )+ −
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SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 24 / 92



1-NN at a boundary (100  / 1000 )+ −

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 24 / 92

1-NN at a boundary (10  / 100 )+ −
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k-NN: increasing k? (from 1 to 11) ... makes it worse

 

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 26 / 92 (2/2)

k-NN: increasing k? (from 1 to 11) ... makes it worse

 

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 26 / 92

An Adjusted Nearest Neighbor Algorithm
Maximizing the F-Measure from
Imbalanced Data

Rémi Viola, Rémi Emonet, Amaury Habrard,
Guillaume Metzler, Sébastien Riou, Marc Sebban
ICTAI2019 (+ long version in IJAIT 2021)

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 27 / 92

An Adjusted Nearest Neighbor Algorithm
Maximizing the F-Measure from
Imbalanced Data

Rémi Viola, Rémi Emonet, Amaury Habrard,
Guillaume Metzler, Sébastien Riou, Marc Sebban
ICTAI2019 (+ long version in IJAIT 2021)

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 27 / 92 (4/4)

-NN Idea: push the decision boundary

  

Goal: correct for problems due to sampling with imbalance
Genesis: GAN to generate " " around existing ones

⇒ unstable, failing, complex
Approach

arti�cially make  closer to new points
how? by using a di�erent distance for  and 
the base distance to  gets multiplied by a parameter 
(intuitively  if  is rare)

γ

+

+

+ −

+ γ

γ ≤ 1 +

d (x,x ) =γ i {d(x,x )i
γ ⋅ d(x,x )i

if x ∈ S ,i −

if x ∈ S .i +
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-NN: varying  with two points
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-NN: varying  with a few 
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-NN can control
how close to the minuses it pushes the boundary

γ γ +

γ
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-NN: Algorithm

Trivial to implement
Same complexity as k-NN (at most twice)
Training

none, as k-NN
 is selected by (cross-)validation

(on the measure of interest)

γ

γ
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-NN: a way to reweight distributions

✔ In uncertain regions (1-NN is already ok)
✔ At the boundaries (10 and 100 )

 

γ

+
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Results on public datasets (F-measure) Results on public datasets (F-measure)Results on DGFiP datasets (F-measure)

Results on DGFiP datasets (F-measure)Extension With Metric Learning

Note:
-NN learns a metric for comparing a query to a 
-NN kind of learn the size of a sphere around 

this is a very simple “Metric Learning”
Extension

learn a full metric (a matrix  and not only a scalar )
derive a learning algorithm (not just using a validation set)

γ +

γ +

M γ
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Learning from Few Positives: a Provably
Accurate Metric Learning Algorithm to deal
with Imbalanced Data

Rémi Viola, Rémi Emonet, Amaury Habrard,
Guillaume Metzler, Marc Sebban
IJCAI 2020 (International Joint Conference on Arti�cial Intelligence)

learn a full metric (a matrix  and not only a scalar )
derive a learning algorithm (not just using a validation set)
derive a theoretical guarantees

M γ
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Learning maximum excluding ellipsoids
from imbalanced data with theoretical
guarantees

Guillaume Metzler, Xavier Badiche, Brahim Belkasmi, Elisa
Fromont, Amaury Habrard, Marc Sebban
PRL2018 (Pattern Recognition Letters)
(slides borrowed from Guillaume Metzler Ph.D. defense)
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Back to the -measure (or "F-score")

Recap

 (false positive)           (false negative)          

        and        

-measure: 

-measure challenges
discrete (like the accuracy)
non-convex (even with continuous surrogates)
non-separable, i.e.      

⇒ The loss for one point depends on the others
⇒ Impossible to optimize directly
⇒ Impossible to optimize on a subset (minibatch)

Fβ

FP FN TP = P − FN

prec =
TP + FP

TP
rec = =

P

TP

TP + FN

TP

Fβ F =β (1 + β )2
β ⋅ prec+ rec2

prec ⋅ rec

Fβ

F =β  ...
(x ,y )∈Si i

∑
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Link with Weighted classi�cation (intuition)

We can rewrite

         with 

Link with Weighted classi�cation 
α🖊

F =1 2 =
prec+ rec

prec ⋅ rec
2/ =(

prec ⋅ rec

prec+ rec) 2/ +(
rec

1

prec

1 )

F =1 2/ +(
TP

TP + FN

TP

TP + FP ) TP = P − FN

F =1 2/ =(
P − FN

2P − FN + FP ) =
2P − FN + FP

2(P − FN)

B

A
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Weighted classi�cation for 

 

The -measure is linear fractional (in )

i.e. 

Relation to weighted classi�cation
          (we achieve a good, above ,  value)

⇒ so, we can minimize the weighted problem
            with class weights 

Fβ

F =β =
1 + β P − FN + FP2

(1 + β ) ⋅ (P − FN)2

1 + β P − e + e2
1 2

(1 + β ) ⋅ (P − e )2
1

Fβ e = (e , e ) =1 2 (FN ,FP )

F =β =
⟨c, e⟩ + d

⟨a , e⟩ + b′

B

A

F ≥⇔ β t t Fβ

⇔ A ≥ t ⋅B

⇔ A− t ⋅B ≥ 0

⇔ (1 + β ) ⋅2 (P − e ) −1 t(1 + β P −2 e +1 e ) ≥2 0

⇔ (−1 − β +2 t)e −1 te ≥2 −P (1 + β ) +2 t(1 + β P )2

⇔ (1 + β −2 t)e +1 te ≤2 −P (1 + β ) +2 t(1 + β P )2

a(t) = (1 + β −2 t, t)
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Optimizing F-measures by cost-sensitive
classi�cation

Shameem P. Parambath, Nicolas Usunier, Yves Grandvalet
NIPS 2014 (Advances in Neural Information Processing Systems)

Main result (reformulation)

given a value of  (and class weights )
given a weighted-classi�cation learner
then (thanks to some derived bound) 
the optimal  is not too far from the obtained 

They conclude that a grid search on  is sound
i.e., if we try enough , we'll get arbitrary close to the optimal -measure 
(and they experiment with 19  values)

t a(t) = (1 + β −2 t, t)

F ⋆ F

t

t Fβ

t
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From Cost-Sensitive Classi�cation to Tight
F-measure Bounds

Also known as CONE

Kevin Bascol, Rémi Emonet, Élisa Fromont, Amaury Habrard,
Guillaume Metzler, Marc Sebban
AISTATS2019

revisiting Parambath2014
adds a geometric interpretation
derive tighter bounds on "what if I change "
use the bound in an iterative algorithm

t
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Geometric interpretation of bounds

A reinterpretation of the bound
given

a value of  (and class weights ), and
a weighted-classi�er  (learned with weight )
… yielding an error pro�le  and a correponding 

then*, for any  (that would yield a classi�er ),
(if  is close to  then  is close to )

 is upper bounded by an expression linear in 

t a(t)

h a(t)

e F (e)β

t′ e′

t′ t′ F (e )′ F (e)

F (e )′ ∣t− t ∣′

* All bounds are up to , the sub-optimality of the learned weighted classi�erε1
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Visualizing the bound of Parambath et al.
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Deriving a tighter bound

Same objective: drawing cones
New, tighter, asymmetric bounds
Given

all de�nitions
NB:  the sub-optimalityε1
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Visualizing the bound of Parambath et al.
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Visualizing our bound

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 60 / 92



Visualizing our bound

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 60 / 92 (4/4)

Using the bound to better explore  valuest
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CONE: example results

 
      Non-vacuous bounds, incremental algo., early increase.
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CONE: numerical results

      No huge gain, better -measure in average.F
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Reminder: Class Imbalance or Novelty?
Supervised

(some anomalies)

Unsupervised

(only normal points)
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Simple (but realistic) unsupervised
anomaly detection

Setup and approach: the three-sigma rule
we have a set of (unlabeled) points
we consider one feature of interest
we look at the standard deviation  and mean of this
feature
anything beyond  is an outlier/anomaly

Possible improvements
use robust statistics (percentiles, robust estimation)
use several features

σ

3σ
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Process behind the  rule

Overall process
we suppose a parametric model that explains the data

i.e., we suppose the data is generated by this model
here, the data comes from the a normal distribution 
(with two unknown parameters: a mean  and a standard
deviation )

we estimate the parameters from the data
here, using the empirical mean and stdev

if the likelihood of a (new) point is low, it is an outlier
here, the normal density is very low after 

3σ

μ

σ

3σ
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A few methods (ex. from scikit-learn...)
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Probabilistic Generative Models

A generalized "three sigma" rule
more complex models
more application than just anomaly detection

Modeling step
we de�ne a (stochastic) generative story
we de�ne how we suppose data are generated
we encode our knowledge/assumptions/constraints
we de�ne what is random and what is a parameter

Learning/�tting step
given the data, what do we know about parameters
given the data, we �nd the best parameters

Some possible usage
given the learned parameters, what is an outlier?
what do the parameters look like?
what data could I generate from these parameters?
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Unsupervised Temporal Motif Mining 
in videos / temporal data (spectrograms, ...)

Temporal Document
(Word × Time table of counts)

Words

(features)

Time

Find recurrent
Temporal patterns

W
o
rd

s

 

Time (rel.)

W
o
rd

s
 

Time (rel.)

Motifs
(Word × Relative-time tables)

Find when motifs
are starting
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Temporal Patterns in Videos: Full Process

ts

z ……

p(z,ts|d)
Motifs Occurences:

z=1

w

tr

z=2

w

tr

p(w,tr|z)

Temporal Motifs:

}} } } } } } } } } } } } } } } } } } } } } }

Video
Frames

……

…

n(w, ta, d)

Temporal
Document:w

ta

Low Level Processing

optical flow, quantization, dimensionality reduction

 

Temporal Modeling

motifs mining, occurrence finding
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Video Motif Representation
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Example Motifs Obtained from a
Static Camera
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Application with Static Cameras

 
scene understanding  

 
car counting  

 
anomaly detection  

 
stream selection, anomaly detection, 

multi-camera analysis
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Audio data?

 
a pair of microphones…  

 
… meaningful motifs…  

 
… and good counting results  ... also with spectrograms
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How Can We Do This?!
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Sol. 1: Hierarchical Probabilistic Models

Generative Model 
⇒ interpretable by design

⚠ unknown number of motifs 
⇒ use in�nite models

Inference

maximum likelihood, EM like

Sparsity on occurrences 

new objective function: 

L = n(w, t ,d)log p(w, t ∣z)p(z, t ∣d)
d

∑
w

∑
ta

∑ a

z

∑
ts

∑ r s

p(ts∣z,d)

L− λ KL(U ∣∣p(ts∣z,d))sparse

d

∑
z

∑
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Sol. 2: Neural Networks, Auto-encoders

Principle of auto-encoders

learn to produce the input from the input
going through a limited-size representation (bottleneck)

minimize the reconstruction error 

⚠ Issues: interpretability, number of motifs, ... 

x =′ f(x) = f (f (x))DEC ENC

d(x,x ) =′ x− x∥ ′∥
2
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Sol. 2: Interpretable Auto-Encoders

Add speci�c operators (layers)

global specialized maximum selection (AdaReLU)
locally, �lter response de-correlation

Special Loss: a combination of well-chosen target functions

encourage sparse motifs (with a lot of zero)
encourage sparse activations
⚠ unknown number of motifs ⇒ use “group-sparsity”

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 84 / 92 (2/2)



Sol. 2: Interpretable Auto-Encoders

Add speci�c operators (layers)

global specialized maximum selection (AdaReLU)
locally, �lter response de-correlation

Special Loss: a combination of well-chosen target functions

encourage sparse motifs (with a lot of zero)
encourage sparse activations
⚠ unknown number of motifs ⇒ use “group-sparsity”

SLEIGHT Science Event#6 | Rémi Emonet | 2021-07-06 | 84 / 92

Overview

Introduction
Anomaly and (rare) event detection

Problem, notations and performance measures
Imbalanced classi�cation problems

General approaches
Correcting k-NN: -NN and MLFP
Learning Maximum Excluding Ellipsoids
Focusing on the F-Measure optimization

Unsupervised anomaly detection
Simple motivating approach
A variety of ML methods
Probabilistic models 101
Case study: temporal motif mining
More models (VAE, GAN, tensor networks, ...)

Closing remarks

γ
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Anomaly Detection with Tensor Networks

Figure 1: Schematic of Tensor Network Anomaly Detector (TNAD)

Figure 4: Squared norm of transformed vector.
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Variational Autoencoders
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Variational Autoencoders
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GAN (for anomalies)
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Reminder: Class Imbalance or Novelty?
Supervised

(some anomalies)

Unsupervised

(only normal points)
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Learning from Imbalanced Data
and Anomaly Detection

Questions?
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