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High-dimensionality  a mess.iscan be

What is this Curse Anyway?
Some definition:

Various phenomena that arise  
when analyzing and organizing data 
in high-dimensional spaces.

Term coined by Richard E. Bellman
1920 − 1984
dynamic programming
differential equations
shortest path

What is (not) the cause?
not an intrinsic property of the data
depends on the representation
depends on how data is analyzed
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Combinatorial Explosion
Suppose

you have  entities
each can be in  states

Then
there are  combinations to consider/test/evaluate

Happens when considering
all possible subsets of a set ( )
all permutations of a list ( )
all affectations of entities to labels ( , with  labels)

{ }

{a}

{{aa}}

{   }

{  b}

{a  }

{a,b}
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{     }

{    c}

{  b  }
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{a    }

{a,  c}
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{      d}
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Regular Space Coverage
Analogous to combinatorial explosion, in continuous spaces
Happens when considering

histograms
density estimation
anomaly detection
...
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In Modeling and Learning
The world is complicated

state with a huge number of
variables (dimensions)
possibly noisy observations
e.g. a 1M-pixel image has 3 million
dimensions

Learning would need observations for
each state

it would require too many
examples
need for an “interpolation” procedure, to avoid overfitting

Hughes phenomenon, 1968 paper (which is wrong, it seems)
given a (small) number of training samples,  
additional feature measurements  
may reduce the performance of a statistical classifier
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A Focus on Distances/Volumes
Considering a  dimensional space
About volumes

volume of the cube:   

volume of a sphere with radius :     

(  is the continuous generalization of the factorial)

ratio:  (linked to space coverage)

d

C  (r) =d (2r)d

r S  (r) =d  r
Γ(  + 1)2

d

πd/2
d

Γ

 →
C  (r)d

S  (r)d 0
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A Focus on Distances/Volumes (cont'd)

About distances
average (euclidean) distance between two
random points?
everything becomes almost as “far”

Happens when considering
radial distributions (multivariate normal, etc)
k-nearest neighbors (hubness problem)
other distance-based algorithms
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Ockham's Razor
Shave unnecessary assumptions.

Ockham's Razor
Term from 1852, in reference to Ockham (XIV )
lex parsimoniae, law of parsimony
Prefer the simplest hypothesis that fits the data.
Formulations by Ockham, but also earlier and later
More a concept than a rule

simplicity
parsimony
elegance
shortness of explanation
shortness of program (Kolmogorov complexity)
falsifiability (sciencific method)

According to Jürgen Schmidhuber, the appropriate
mathematical theory of Occam's razor already exists, namely,
Solomonoff's theory of optimal inductive inference.

th
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Simplicity of Data: subspaces
Data might be high-dimensional, but we have hope

that there is a organization or regularity in the high-
dimensionality
that we can guess it
or, that we can learn/find it

Approaches: dimensionality reduction, manifold learning
PCA, kPCA, PCA, SOM, Isomap, GPLVM, LLE, NMF, …*
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Approaches: dimensionality reduction, manifold learning
PCA, kPCA, PCA, SOM, Isomap, GPLVM, LLE, NMF, …*

Simplicity of Data: compressibility

Idea
data can be high dimensional but compressible
i.e., there exist a compact representation

Program that generates the data 
(Kolmogorov complexity)
Sparse representations

wavelets (jpeg), fourier transform
sparse coding, representation learning

Minimum description length
size of the “code” + size of the encoded data
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Simplicity of Models: information criteria
Used to select a model
Penalizes by the number  of free parameters

AIC (Aikake Information Criterion)
penalizes the Negative-Log-Likelihood by 

BIC (Bayesian IC)
penalizes the NLL by    (for  observations)

BPIC (Bayesian Predictive IC)
DIC (Deviance IC)
FIC (Focused IC)
Hannan-Quinn IC
TIC (Takeuchi IC)

Sparsity of the parameter vector (  norm)
penalizes the number of non-zero parameters

k

k

k log(n) n

l0
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A Focus on Distances/Volumes (cont'd)

About distances
average (euclidean) distance between two
random points?
everything becomes almost as “far”

Happens when considering
radial distributions (multivariate normal, etc)
k-nearest neighbors (hubness problem)
other distance-based algorithms
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Distance Contraction
Experiment

sampling uniformly random points in the unit cube
looking at the distribution of inter-point distances
variance decreases with dimensionality 

 
Question: is it a problem? maybe not if the ranking is right

Tahiti (Bréhat) | Rémi Emonet | 2019-06-27 | 22 / 56 (2/3)



Distance Contraction
Experiment

sampling uniformly random points in the unit cube
looking at the distribution of inter-point distances
variance decreases with dimensionality 

 
Question: is it a problem? maybe not if the ranking is right

Tahiti (Bréhat) | Rémi Emonet | 2019-06-27 | 22 / 56

Hubness Problem
Experiment

sampling uniformly random points in the unit cube
computing how often each point  
is in the nearest neighbor of another point
Hubness as skewness:   

 

hubness =  

σ  N
3

E[(N − μ  ) ]N
3
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Hubness: why are some points so special?

Where are these points?
The border theory...
... so it is distribution-dependant
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Hubness: testing the border theory
Wrapping the points (hyper-torus) 
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Hubness: what is a border?
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Imbalanced Problems: Examples
Anomaly detection

unsafe situations in videos
defect detection in images
abnormal heart beat detection in ECG

Fraud detection
fraudulent checks
credit card fraud (physical, online)
financial fraud (French DGFIP)
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Imbalanced Classification Problems
Binary classification

 positive class: minority class, anomaly, rare event, …
 negative class: majority class, normality, typical event, …

Confusion matrix (of a model vs a ground truth)
TP: true positive
FP: false positive
TN: true negative
FN: false negative

Some measures

Precision: 

Recall: 

-measure:   

*(higher is better)
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+

+

+
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−

− −
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TP FP
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P N
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−

prec =  

TP + FP

TP

rec =  =
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TP + FN

TP

F  β F  =β (1 + β )  

2

β ⋅ prec + rec2

prec ⋅ rec
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F-measure vs Accuracy ?

  

 
  

Accuracy inadequacy (e.g. )
lazy "all " classifier ( )

-measure challenges
discrete (like the accuracy)
non-convex (even with continuous surrogates)
non-separable, i.e.    

F  =β (1 + β )  =2

β ⋅ prec + rec2

prec ⋅ rec
 

1 + β P − FN + FP2

(1 + β ) ⋅ (P − FN)2

accuracy =  =
P + N

TP + TN
1 −  

P + N

FN + FP

N = 10000,P = 100
− TP = 0,TN = N,FP = 0,FN = P

accuracy =  =
P+N
0+N

 =10100
10000 99%

F  =β  =1+β P−P+02
(1+β )(P−P)2

0

F  β

F   =β   ...
(x  ,y  )∈Si i

∑
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Ok, but I'm doing gradient descent, so …

Gradient:    ⇒ ,    ⇒ ,    ⇒ ,     ⇒ 
Example, gradient intensity is the same for:

  wrongly classified with an output proba. of 
  correctly classified with an output proba 

i.e., lazily predicting systematically  (for ) 
yields a "stable" solution with  vs 

0.2 −7.21 0.5 −2.89 0.8 −1.80 1 −1.44

10 + 0.2
40 − 0.8

0.2 +
10+ 40−
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Counteracting Imbalance
Undersampling the majority class 

Oversampling class 

Generating fake 

Using a weighted-classifiers learner

−

+

+
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A Corrected Nearest Neighbor Algorithm
Maximizing the F-Measure from
Imbalanced Data
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k-NN:  Nearest Neighbor Classification

k-NN
to classify a new point
find the closest k points 
(in the training section)
use a voting scheme to affect a class
efficient algorithms 
(K-D Tree, Ball Tree)

Does k-NN still matter?
non-linear by design (with similarity to RBF-kernel SVM)
no learning, easy to patch a model (add/remove points)
Limits of k-NN for imbalanced data?

k

??
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Limits of k-NN for imbalanced data?
1. k-NN behavior in uncertain areas

i.e., for some feature vector, the class can be  or 
i.e., the Bayes Risk is non zero
✔ not so bad (respects imbalance)

2. k-NN behavior around boundaries

i.e., what happens if classes are separate but imbalanced
✖ sampling effects cause problems

+ −
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k-NN at a boundary (1000 )+
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k-NN at a boundary (10 )+
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k-NN: increasing k?
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-NN Idea: push the decision boundary

  

Goal: correct for problems due to sampling with imbalance
Genesis: GAN to generate " " around existing ones
⇒ unstable, failing, complex

Approach
artificially make  closer to new points
how? by using a different distance for  and 
the base distance to  gets multiplied by a parameter 
(intuitively  if  is rare)

γ

+

+
+ −

+ γ

γ ≤ 1 +

d  (x,x  ) =γ i   {
d(x,x  )i
γ ⋅ d(x,x  )i

if x  ∈ S  ,i −

if x  ∈ S  .i +
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-NN: varying  with two points
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-NN: varying  with a few 
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how close to the minuses it pushes the boundary
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-NN: Algorithm

Trivial to implement
Same complexity as k-NN (at most twice)
Training

none, as k-NN
 is selected by cross-validation 

(on the measure of interest)

γ

γ
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-NN: a way to reweight distributions

In uncertain regions
At the boundaries

γ
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Results on public datasets (F-measure)
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Results on DGFiP datasets (F-measure)-NN at a boundary (10 and 100 )
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From Cost-Sensitive Classification to Tight
F-measure Bounds

Kevin Bascol, Rémi Emonet, Elisa Fromont, Amaury Habrard, 
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Optimizing the -measure?

Reminder

Precision: 

Recall: 

-measure: 

Non-separability, i.e.      

NB: accuracy is separable, 

⇒ The loss for one point depends on the others
⇒ Impossible to optimize directly
⇒ Impossible to optimize on a subset (minibatch)

F  β

prec =  

TP + FP

TP

rec =  =
P

TP
 

TP + FN

TP

F  β F  =β (1 + β )  

2

β ⋅ prec + rec2

prec ⋅ rec

F   =β   ...
(x  ,y  )∈Si i

∑

acc =   δ(y  −
(x  ,y  )∈Si i

∑
m

1
i  )y  î
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Weighted classification for 

  

 
The -measure is linear fractional (in )

i.e. 

Relation to weighted classification
      (we achieve a good, above ,  value)

⇒ so, we can minimize the weighted problem 
      with class weights 

F  β

F  =β  =
1 + β P − FN + FP2

(1 + β ) ⋅ (P − FN)2

 

1 + β P − e  + e2
1 2

(1 + β ) ⋅ (P − e  )2
1

F  β e = (e  , e  ) =1 2 (FN ,FP )

F  =β  =
⟨c, e⟩ + d

⟨a , e⟩ + b′

 

B

A

F  ≥β t t F  β

⇔ A ≥ t ⋅ B
⇔ A − t ⋅ B ≥ 0
⇔ (1 + β ) ⋅2 (P − e  ) −1 t(1 + β P −2 e  +1 e  ) ≥2 0
⇔ (−1 − β +2 t)e  −1 te  ≥2 −P (1 + β ) +2 t(1 + β P )2

⇔ (1 + β −2 t)e  +1 te  ≤2 −P (1 + β ) +2 t(1 + β P )2

a(t) = (1 + β −2 t, t)
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Thank you! Questions?  
 

and now for something completely different…
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